Content

Course Code Course Name Semester Theory Practice Lab Credit ECTS

ISI 514 Advanced Statistical Modeling 1 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Elective
Course Level Masters Degree
Objective The aim of this course is to enable students to learn and apply advanced methods in the field of statistical

modeling. Students will delve deeper into the concepts of probability and sampling, learn the generation
of random variables, exploratory data analysis, and use Monte Carlo methods for inferential statistics. In
addition, they will gain extensive knowledge and skills on data partitioning, probability density estimation,
supervised and unsupervised learning techniques, and parametric and nonparametric models.

Content Probability Concepts, Sampling Concepts, Generating Random Variables, Exploratory Data Analysis,
Finding Structure, Monte Carlo Methods for Inferential Statistics, Data Partitioning, Probability Density
Estimation, Supervised Learning, Unsupervised Learning, Parametric and Nonparametric Models.

References * M.H. DeGroot and M.J. Schervish, “Probability and Statistics”, Pearson, 4th Edition, 2012.
+ D.S. Moore, G.P. McCabe and B.A. Craig, “Introduction to the Practice of Statistics”, MacMillan, 10th
Edition, 2021.

* S.M. Ross, “Simulation”, Academic Press, 6th Edition, 2023.

+ W.L. Martinez, A.R. Martinez and J. Solka, “Exploratory Data Analysis with MATLAB", Taylor & Francis,
2017.

+ T. Hastie, R. Tibshirani and J. Friedman, “The Elements of Statistical Learning: Data Mining, Inference,
and Prediction”, Springer, Second Edition, 2009.

+ P. Glasserman, “Monte Carlo Methods in Financial Engineering”, Springer, 2003.

+ B. Efron and R.J. Tibshirani, “An Introduction to the Bootstrap”, Chapman & Hall, 1993.

+ C.M. Bishop, “Pattern Recognition and Machine Learning”, Springer, 2006.

+ R.0. Duda, P.E. Hart and D.G. Stork, “Pattern Classification”, Wiley, 2nd Edition, 2001.

+J. Han, M. Kamber and J. Pei, “Data Mining: Concepts and Techniques”, Morgan Kaufmann, 3rd Edition,
2011.

* N.R. Draper and H. Smith, “Applied Regression Analysis”, Wiley-Interscience, 3rd edition, 1998.

Theory Topics

Week  Weekly Contents
1 Probability Concepts (Probability, Conditional Probability and Independence, Expectation, Common Distributions)

2 Sampling Concepts (Sampling Terminology and Concepts, Sampling Distributions, Parameter Estimation, Empirical
Distribution Function)

3 Generating Random Variables (General Techniques for Generating Random Variables, Generating Continuous and Discrete
Random Variables)

4 Exploratory Data Analysis (Exploring Univariate, Bivariate, Trivariate and Multi-Dimensional Data)

5 Finding Structure (Projecting Data, Principal Component Analysis, Projection Pursuit EDA, Independent Component Analysis,
Nonlinear Dimensionality Reduction)

6 Monte Carlo Methods for Inferential Statistics (Classical Inferential Statistics, Monte Carlo Methods for Inferential Statistics,
Bootstrap Methods)
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Week Weekly Contents

7 Data Partitioning (Cross-Validation, Jackknife, Better Bootstrap Confidence Intervals, Jackknife-After-Bootstrap)

8 Probability Density Estimation (Histograms, Kernel Density Estimation, Finite Mixtures)

9 Midterm Exam

10 Supervised Learning (Bayes Decision Theory, Evaluating the Classifier, Classification Trees, Combining Classifiers, Nearest

Neighbor Classifier, Support Vector Machines)

11 Unsupervised Learning (Measures of Distance, Hierarchical Clustering, K-Means Clustering, Model-Based Clustering,
Assessing Cluster Results)

12 Parametric and Nonparametric Models (Spline Regression Models, Logistic Regression, Generalized Linear Models, Model
Selection and Regularization)

13 Parametric and Nonparametric Models (Partial Least Squares Regression, Some Smoothing Methods, Kernel Methods,
Smoothing Splines)

14 Parametric and Nonparametric Models (Nonparametric Regression, Regression Trees, Additive Models, Multivariate
Adaptive Regression Splines)

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
IS1 501 Mathematical Modelling and 1 3 0 0 3 6

Applications

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Compulsory
Course Level Masters Degree
Objective Dogrusal optimizasyon, teorisi, modellenmesi ve ¢6zim algoritmalariyla diger tim matematiksel

programlama teknikleri icin bir temel olusturmaktadir. Programda zorunlu olarak verilen Dogrusal
Optimizasyon sayesinde, 6grenciler bir gercek hayat problemini matematiksel bir model olarak
tasarlayabilecek ve bu modellerden dogrusal optimizasyon kapsamina girenleri, uygun algoritma ve uygun
yazilimla ¢ozebileceklerdir. Bu kapsamda dersin amaclari su sekilde belirlenmistir:

+ Ogrencilere, bir gercek hayat probleminin matematiksel olarak ne sekilde modellenebilecegini géstermek
+ Ogrencilerin dogrusal optimizasyon algoritmalarini etkin ve dogru bir sekilde kullanabilmelerini
saglamak

+ Ogrencilere, CPLEX ve GAMS gibi profesyonel yazilimlarin biiyiik 6lcekli dogrusal optimizasyon
problemlerinin ¢6zimunde ne sekilde kullanilacaklarini géstermek

« Ogrencilerin, diger tim matematiksel programlama tekniklerinin teori ve algoritmalarini égrenmelerini
kolaylastirmak
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Content - - Modelleme agsamalari
- Dogrusal programlamaya giris
- Grafik C6zim
- Dogrusal programlama modeli
- Dogrusal programlamanin varsayimlari
- Dogrusal programlamaya iliskin érnek problemler
- Simpleks yontemi
- Dogrusal programlama modelinin standart formu
- Sinirlandirilmamis dediskenler
- Tablo simpleks yontemi
- Yapay baslangic ¢6zimu
- Buyuk M yontemi
- i agamali yéntem
- Simpleks yontemi uygulamalarinda 6zel durumlar
- Yozlasma; Alternatif optimum ¢ézimler; Sinirlandiriilmamis ¢6zim; Olurlu ¢6zUmun bulunmayisi
- Optimallik sonrasi analiz
- LINDO yaziliminin tanitiimasi
- Dualite
- Dual problemin tanimi
- Primal-dual iligkisi
- Dual simpleks yontemi
- Duyarhlik analizi
- Ulagtirma problemi
- Atama problemi
- Ag modellerine giris
- Ag tanimlari ve temel kavramlar
- En kuglk kapsaragag problemi
- Hedef programlama
- Deterministik dinamik programlama
- Giris
- Optimallik ilkesi
- Ornek problemler

References Bazaraa, M.S., Jarvis, J.J., Sherali, H.D., “Linear Programming and Network Flows", 4. Baski, Wiley, New
Jersey, 2010
Bertsimas, D., Tsitsiklis, J.N., “Introduction to Linear Optimization”, Athena Scientific Series in Optimization
and Neural Computation, Massachusetts, 1997
Bazaraa, M.S., Sherali, H.D., “Nonlinear Programming: Theory and Algorithm”, 3. Baski, Wiley, New Jersey,
2006
Wolsey, L.A., “Integer Programming”, Wiley, New Jersey, 1998
GAMS Manual, http://www.gams.com/ sayfasindan yuklenebilinir

Theory Topics

Week Weekly Contents

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 502 Object Oriented Programming 1 3 0 0 3 6

Prerequisites

Admission Requirements
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Language of Instruction
Course Type
Course Level

Objective

Content

References

Theory Topics

Week Weekly Contents

English
Elective
Masters Degree

Nesneye dayall programlama, bu derste baslamaktadir. Button, TextField, TextArea, Choice, RadioButton
vs.. gibi temel nesnelerin kullanimi, Java konsol programlama, bazi algoritmik problemlerin ¢ézUmleri, Java
application programlama, class-nesne-metot iliskileri, miras alma (kalitim), final ve statik kavramlari ve
kullanimlari, upcasting, polimorfizm, downcasting, abstract class ve metotlar, interface vs...nesneye dayal
programlamanin temel felsefesi gibi basliklar bu dersin amacini olusturmaktadir.

. Hafta Java'da konsol programlama

. Hafta Java'da uygulama programlama

. Hafta D4gme, metin alani gibi arayiz kontrollerine giris

. Hafta Java'da klavye kontrolu

. Hafta Java'da fare kontrolU

. Hafta Gorsel programlama

. Hafta Nesnelerin hareket ettirilmesi, oyun programlama 1,2
. Hafta Ara Sinav

9. Hafta Sinif, nesne ve metot iligkileri

0o N o Ul AN =

10. Hafta Java'da uygulama programlama

11. Hafta Hesap makinesi vs... érnekler

12. Hafta Final, statik kavramlari ve érnekler

13. Hafta Upcasting, downcasting ve polimorfizm

14. Hafta Abstract sinif ve metotlar, interface siniflar

1. Java Programlama Dili ve Yazilim Tasarimi, Altug B. Altintas, Papatya Yayincilik ve EGitim, 2014.
2. JAVA SE 7, Herbert Schildt, Alfa Yayinlari, 2012.

3. Java Uygulamalari, David Flanagan, Pusula Yayincilik ve Tletisim, 2004.

4. Java ile Programlama ve Veri Yapilari, Biilent Cobanoglu, Pusula Yayincilik ve Tletisim, 2013.

5. Java, Numan Pekgdz, Pusula Yayincilik ve fletisim, 2003.

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 513 Stochastic Processes 1 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction

Course Type

Course Level

English
Elective

Masters Degree
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Objective Gergek hayatta karsilagilan problemlerin buylk ¢cogunlugunda belirsizlik mevcuttur ve daha iyi kararlar
alabilmek icin bu belirsizliklerin dikkate alinmasi hususu buytk 6nem tagimaktadir. Hizmet sektéri ve
endustride karsilasilan pek ¢ok karar probleminde dikkate alinmasi gereken musteri talepleri, Grtn tedarik
sureleri, Urdn fiyati, maliyetler, tamir stresi, hizmet stresi vb. miktarlardaki belirsizlikleri temsil etmede
stokastik degiskenlerin kullaniimasi yaygin bir yaklagimdir. Doktora programinda zorunlu olarak sunulan
bu ders, 6grencilerin stokastik karar problemlerini tanimlamalarina ve stokastik stiregler olarak formule
edip ¢6zmelerine yardimci olacaktir. Bu kapsamda, dersin amaclari sunlardir:

1. Ogrencilerin, cogu gercek hayat problemlerinin stokastik bir dogasi oldugunu fark etmelerini saglamak.
2. Ogrencilere stokastik sistemleri nasil analiz edebileceklerine dair fikir vermek.

3. Ogrencilerin, stokastik problemleri saptama, formiile etme ve cézmeleri icin ihtiyac duyacaklari bilgi ve
yetenekleri edinmelerini saglamak.

Content 1.hafta. Temel olasilik kavramlarini hatirlama (Ross, Bolim 1)
2.hafta. Rassal degiskenler: kesikli ve stirekli, beklenen deger, varyans (Ross, Bolum 2)
3.hafta. Rassal dediskenler (devam): Birlesik dagilimli rassal degiskenler, rassal degiskenlerin toplaminin
varyans ve kovaryansi, moment ¢ikaran fonksiyonlar, limit teoremleri (Ross, Bélim 2)
4.hafta. Kosullu olasilik, kosullu beklenen deder: kosullu dagilim fonksiyonlari, olasilik, beklenen deger ve
varyans hesaplamada kosullandirmanin kullanimi (Ross, Bolum 3)
5.hafta. Markov Zinciri: Markov zinciri tanimi, Chapman-Kolmogorov denklemleri, durum olasiliklari hesabi
(Ross, Bolim 4)
6. hafta. Markov Zinciri (Devam): Durum siniflandirmasi, sonsuz planlama donemi varsayimi altinda
durum olasihdi hesaplamalari (Ross, Bolim 4)
7.hafta. Kesikli-Zamanh Markov Streci: Durum olasiliklari hesabi icin sayisal érnekler (Howard, Bélim 1 ve
2)
8.hafta. Kesikli-Zamanli Markov Suregleri: Sonlu ve sonsuz planlama dénemleri i¢cin beklenen 6dul hesabi
(Howard, Bolum 3)
9.hafta. Yaryil igi sinavi
10. hafta. Kesikli-Zamanh Markov Karar Sireci: C6zUm algoritmalari: sonlu planlama dénemi igin
kullanilan value iteration teknigi, sonsuz planlama doénemi icin kullanilan policy iteration algoritmasi
(Howard, Bolim 4)
11. hafta. Ustel Dagilim: tstel dagilimin tanimi, 6zellikleri ve kullanimi (Ross, Béliim 5)
12. hafta. Poisson Sureci: Poisson sirecinin tanimi ve 6zellikleri, homojen olmayan ve compound Poisson
suregleri (Ross, Bolim 5)
13.hafta. Surekli-Zamanli Markov Zinciri (Ross, Bolim 6)
14. hafta. Aragtirma problemlerinde Markov Karar Sureci kullanimina iliskin proje sunumlari

References 1. Ross, S., “Introduction to Probability Models”, 9th edition, Academic Press, Inc.,2007.
2. Howard, R.A., “Dynamic Programming and Markov Processes”, MIT Press, 1960.
3. Winston, W.L., “Introduction to Probability Models - Operations Research: Volume 2", Duxbury Resource
Center, 2003.

Theory Topics

Week  Weekly Contents

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 520 Artificial Learning 1 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction  English
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Course Type
Course Level

Objective

Content

References

Theory Topics

Week Weekly Contents

Compulsory
Masters Degree

Bu ders, yapay 6grenme ve istatistiksel 6riintt tanima konularina genel bir giris saglar. Konular sunlardir:
(i) Denetimli 6grenme (parametrik / parametrik olmayan algoritmalar, destek vektoér makineleri,
cekirdekler, yapay sinir aglari). (ii) Denetimsiz 6grenme (kiimeleme, boyut azalmasi, tavsiye sistemleri). (iii)
Makine 6grenmede temel konseptler (6nyargi / varyans teorisi; makine 6grenmede yenilik sireci ve Al).
Ders ayni zamanda, metin tanimadan (web aramasi, anti-spam), mobil hesaplamaya kadar cesitli vaka
analizlerini ve uygulamalari icermektedir. Python programlama ve Scikit-Learn platformu kullanilarak
pratik yapilacaktir. Ogrenciler (ist diizey konferans ve dergiler makalelerini inceleyeceklerdir.

1. Hafta: Girig ve Motivasyon (Dersin Icerigi, Kisa Tarihcesi, Zorluklar, Temel Kavramlar)
2. Hafta: Dogrusal Cebir ve Olasilik Hatirlatmalari

3-4 Hafta: Denetlemeli Ogrenme Temelleri: Bir ve Birden Cok Degiskenli Lineer Regresyon, Lojistik
Regresyon

5. Hafta: Bayes Karar Teorisi

6. Hafta Boyut Azaltma

7. Hafta Kimeleme

8. Hafta: Ara Sinav

9-10. Hafta: Parametrik Olmayan Yéntemler: Karar Agaglari, Lineer Ayrimcilik

11-12. Hafta: Cok katmanli algilayicilar ve yapay sinir aglari

13-14. Hafta: Grafik Modeller, Sakli Markov Modelleri

* Introduction to Machine Learning, 3e, Ethem Alpaydin, The MIT Press, September 2014, ISBN: 978-0-262-
02818-9

* Machine Learning Yearning, Andrew Ng, http://www.mlyearning.org/

+ Pattern Recognition and Machine Learning, Christopher Bishop, ISBN-13: 978-0387310732, Springer,
2006.

+ Bildiri/Makale Okuma

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 524 Data Science 1 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction
Course Type
Course Level

Objective

English
Elective
Masters Degree

Bu ders ileri seviye bilgisayar bilimleri editimde islenen veri madenciligi konulari hakkinda 6grenciye genel
bir perspektif kazandirma ve uygulama yapabilme becerilerini vermeyi amaclamaktadir. Gittikce
populerlesen veri madenciligi ve bilgi ¢cikarimi konulari arasinda yer alan kural madenciligi, kimeleme,
siniflandirma gibi alt bagliklar gercek diinyada tanimli problemlerle islenecektir. Boylece 6grencinin veri
analizi alaninda pratik ¢6zimler Uretebilmesi hedeflenmektedir.
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Content 1. Hafta Veri Madenciligi Temel Kavramlari-1
2. Hafta Veri Madenciligi Temel Kavramlari-2
3. Hafta Veri Hazirlama Yontemleri 1 - Veri Temizligi, normalizasyon, Binning
4. Hafta Veri Hazirlama Yéntemleri 2 - Standartlastirma, Kesikleme, indirgeme,
5. Hafta Baglantili Kural Madenciligi 1 - Temel Kavramlar, Apriori algoritmasi
6. Hafta Baglantili Kural Madenciligi 2 - FP-Buylime Algoritmasi, Diger Algoritmalar
7. Hafta Ara sinav
8. Hafta Siniflandirma 1 - Temel Kavramlar, Karar Agaclari, Bayesian Siniflandirma
9. Hafta Siniflandirma 2 - Bayesian Siniflandirma, SVM, KNN
10. Hafta Kimeleme 1 - Temel Kavramlar, Uzaklik Kavrami, Parcalama Algoritmalari
11. Hafta Kimeleme 2 - Hiyerarsik Yontemler, Gril ve Yogunluk Temelli Algoritmalar
12. Hafta Accuracy & Performans-1
13. Hafta Accuracy & Performans-2
14. Hafta Accuracy & Performans-3

References 1. PDQ Statistics, Geoffrey R. Norman, David L. Streiner, 2003

2. The Art of R Programming, A tour of Statistical Software Design, Norman Matloff, 2011

3. Data Mining Concepts and Techniques, Jiawei Han, Micheline Kamber, 2006

4. Introduction to Data Mining , Pang-Ning Tan, Michael Steinbach, Vipin Kumar 2006

5. Software for Data Analysis: Programming with R (Statistics and Computing), John M. Chambers, 2008
6. Data Mining with R: Learning with Case Studies (Chapman & Hall/CRC Data Mining and Knowledge
Discovery Series), Luis Torgo, 2011

Theory Topics

Week Weekly Contents

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 541 Human Computer Interaction 1 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Elective
Course Level Masters Degree
Objective insan bilgisayar etkilesimine (IBE) iliskin prensip ve arastirma konularini égrencilere tanitmak
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Content

References

Theory Topics

Week  Weekly Contents

. Hafta IBE'nin tarihcesi
. Hafta insan: Giris/Cikis kanallari, bellek.

. Hafta Etkilesim: etkilesim modelleri
. Hafta S6zlU sunumlar

0 N O U1 A WWN =

. Hafta Etkilesim bicimleri

. Hafta Insan: mantik yiriitme, problem cézme

. Hafta insan bilisayar etkilesimine (IBE) genel bir bakis

. Hafta Bilgisayar: G/C aygitlari, bellek ve veri isleme

9. Hafta Kullanilabilirlik paradigmalari ve prensipleri

10. Hafta Etkilesim tasarimi

11. Hafta S6zIUG sunumlar

12. Hafta Grafik kullanici arayuzleri
13. Hafta dleri konular

14. Hafta Proje sunumlari

‘Human computer interaction’, Alan Dix.

Content
Course Code Course Name Semester
ISI 590 Graduate Seminar 1

Prerequisites

Admission Requirements

Language of Instruction
Course Type
Course Level

Objective

Content

References

Theory Topics

Week  Weekly Contents

English
Compulsory
Masters Degree

Bilimsel Liyakat ol¢ulerini aktarmak

Literatlr Taramasi, Bilimsel Yayin Hazirlama ve Bilimsel Sunum Hazirlama teknikleri

Theory Practice Lab

0 2 0

Credit

0

Konuk Ogretim Uyelerinin sunumlari ile bélim ici bilimsel faaliyetlerde iletisim saglamak

Universite digi konuklar ile bilism sektériinde farkli konularda bilgi aktarimi

Ogrencilerin Yiiksek Lisans tezleri ile ilgili 6n calisma yapmalarini saglamak

Yuksek Lisans tezlerini basari ile strdirmeleri icin gerekli altyapiyr saglamak

Bilimsel indexleme, Atif, Kaynak tarama ve Kaynak yazimi

Sunum Becerileri

Konuk bilimadamlarinin seminerleri
Bolim ogretim Gyelerinin seminerleri
Ornek calisma konusu belirleme
Ozet yazimi

Web of Science

Google Scholar

TPE

EPO- Patent Teaching Kit

ECTS

6
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Week Weekly Contents

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 542 Internet of Things and Industry 4.0 1 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction
Course Type
Course Level

Objective

Content

References

Theory Topics

Week  Weekly Contents

English
Elective
Masters Degree

* “Telsiz Haberlesme” konusunun temel prensiplerini akademik ve mihendislik bakig agisiyla sunar.

« Nesnelerin Interneti ile kendisinden énce gelen 6ncul tekmolojileri (WSN, M2M, CPS) farklari ve
benzerikleri kavramsal ve analizsel olarak ortaya koyar.

+ Nesnelerin interneti tasarim prensiplerini uygulama perspektifinden aktarmayr hedefler.

+ Nesnelerin interneti teknolojik altyapisini saglayan yaklasimlarin arkasindaki miihendislik
odunlesimlerini aktarir.

+ Ogrencilerin dersde sunulan kavramlari ve deneysel metodlari icsellestirebilmeleri icin gerekli imkanlari
¢cok asamali proje ve ddevler yoluyla sunar.

Hafta 1: Nesnelerin Interneti kavramina giris. Olasi uygulama alanlari. Alana 6zel isterleri ve tasarim
Olcutlerini anlama.

Hafta 2: Nesnelerin Interneti ile geleneksel adlarin karsilastirmasi: Enerji farkindahgi ve uygulama
bagimlihd

Hafta 3: Dugum Ozellikleri: digim donanimi, Isletim sistemleri, algilama kipleri

Hafta 4: Ozyapilanma, ilinge kontrol(i ve yeniden yerlestirme

Hafta 5: Nesnelerin interneti icin A§ mimarisi tasarimi

Hafta 6: Nesnelerin Interneti sistemlerinde Ortak erisim katmani, Yénlendirme yaklagimlari

Hafta 7: DUgum yonetimi ¢ati yaklagimlari

Hafta 8: Arasinav

Hafta 9: Konumlandirma ve Zaman esgudimu teknikleri

Hafta 10: Nesnelerin internetinde standartlar ve acik kaynak yazilimlar

Hafta 11: Benzetim deneyleri yoluyla Nesnelerin interneti temelli sistemlerin basarim degerlendirmesi
Hafta 12: EndUstriyel vaka analizi

Hafta 13: lleri konular: E-saglik uygulamalari

Hafta 14: fleri konular: Endstri 4.0

- Ders notlari

- BAHGA, Arshdeep; MADISETTI, Vijay. Internet of Things: A hands-on approach. Vpt, 2014.(Yardimci
Kaynak)

- Dargie, W., Poellabauer, C. “Fundamentals of Wireless Sensor Networks: Theory and Practice (Wireless
Communications and Mobile Computing)”, 1. Basim, Wiley, 2010 (Yardimci Kaynak)

1 Introduction to the concept of Internet of Things. Possible application areas. Understanding domain-specific requirements

and design criteria.

2 Comparison of Internet of Things and traditional networks: Energy awareness and application addiction

3 Node Features: node hardware, Operating systems, detection modes

2/14/2026 2:18:33 PM

9/13



Week  Weekly Contents

4 Self-structuring, topology control and repositioning

5 Network architecture design for the Internet of Things

6 Multiple access layer in Internet of Things systems, Routing approaches
7 Node management framework approaches

8 Midterm

9 Positioning and Time coordination techniques

10 Standards and open source software in the Internet of Things

11 Performance evaluation of loT-based systems through simulation experiments
12 Industrial case study

13 Advanced topics: E-health applications

14 Advanced topics: Industry 4.0
Content

Course Code Course Name

FBE 591 Directed Research

Prerequisites

Admission Requirements

Language of Instruction  Turkish
Course Type Compulsory
Course Level Masters Degree
Objective

Content

References

Theory Topics

Week Weekly Contents

Content

Course Code Course Name

ISI'511 Heuristic Optimization

Prerequisites

Admission Requirements

Language of Instruction  English
Course Type Elective

Course Level Masters Degree

Semester

2

Semester

2

Theory

Theory

Practice

0

Practice

0

Lab

Lab

0

Credit

3

Credit

3

ECTS

6

ECTS

6
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Objective
Content

References

Theory Topics

Week Weekly Contents

Content
Course Code Course Name Semester Theory Practice Lab Credit ECTS
ISI 533 Multi-Criteria Decision Making 2 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Elective
Course Level Masters Degree
Objective Ogrencilerin “Cok Olciitli Karar Verme - COKV” kavramina giris yapmalarini saglamak ve temel

kavramlarini ve yontemleri gostererek, genel kullanim alanlarini tanitmak ve lojistik alanindaki
uygulamalarini géstermek.

Content 1. hafta : COKV Genel Bakig, Temel Tanimlar, Normalizasyon, COKV Yontemlerinin siniflandiriimasi
2. hafta : Nicel / Nitel Veriler, Olciit Olusturma ve Agirliklandirma
3. hafta : Nitel dediskenlerin sayisallastiriimasi, Telafi etmeyici COKV Yontemleri - |
4. hafta : Telafi etmeyici COKV Yéntemleri - Il Puanlama Yéntemleri (SAW, WPM)
5. hafta : Uygulama Ornekleri ile Bazi COKV Yéntemleri - AHP, TOPSIS
6. hafta : Uygulama Ornekleri ile Bazi COKV Yéntemleri - ELECTRE, OCRA
7. hafta : Uygulama Ornekleri ile Bazi COKV Yéntemleri - GRA, MOORA, DEA
8. hafta : ARA SINAV
9. hafta : Uygulama Ornekleri ile Bazi COKV Yéntemleri - DEMATEL, ANP
10. hafta : Grup Karar Verme - Toplumsal Se¢im Fonksiyonlari
11. hafta : Bulanik Kiime Teorisi
12. hafta : Bulanik COKVye genel bakis
13. hafta : Proje Sunumlari
14. hafta : Proje Sunumlari
References - K. Paul YOON, Ching-Lai HWANG, Multiple Attribute Decision Making - An Introduction, Sage

Publications, California, USA, 1995.

- Ching-Lai HWANG, Ming-Jeng Lin, Group Decision Making under Multiple Criteria, Springer Verlag, New
York, USA, 1987.

- Enrique BALLESTERO, Carlos ROMERO, Multiple Criteria Decision Making and its Applications to
Economic Problems, Kluwer Academic Publishers, Boston,USA, 1998.

- Thomas L. SAATY, Mijgan S. OZDEMIR, A Dictionary of Decisions with Dependence and Feedback Based
on the Analytic Network Process, RWS Publications, Pittsburgh, USA, 2005.
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Course Code Course Name

ISI 522

Semester Theory Practice Lab Credit ECTS

Artificial Neural Networks 2 3 0 0 3 6

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Elective

Course Level

Objective

Content

References

Theory To

Week
1

2

10

11

Masters Degree

The aim of this course is to introduce artificial neural networks and discuss the basic ideas behind

machine

learning; present the concept of perceptron as a simple computing element and consider the

perceptron learning rule; to introduce recurrent neural networks; explore Hebbian and competitive

learning.

Moreover, hybrid intelligent systems as a combination of different intelligent technologies will

be introduced and evolutionary neural networks and fuzzy evolutionary systems will be discussed.

. week :
week
. week :
. week :
. week :
. week :

. week :

o N oA WwN =

. week

O

. week :

10. week :
11. week :
12. week :
13. week::
14. week :

2004.

pics

Weekly Contents

Introduction to knowledge-base intelligent systems

: Rule-based expert systems

Uncertainty management in rule-based expert systems
Fuzzy expert systems: Fuzzy logic

Frame-based expert systems

Artificial neural networks: Supervised learning
Artificial neural networks: Unsupervised learning

: Evolutionary Computation: Genetic algorithms

Mid term

Evolutionary Computation: Evolution strategies and genetic programming

Hybrid intelligent systems: Neural expert systems and neuro-fuzzy systems

Hybrid intelligent systems: Evolutionary neural networks and fuzzy evolutionary systems
Knowledge engineering: Building neural network based systems

Data mining and knowledge discovery

Negnevitsky, M., Artificial Intelligence: A Guide to Intelligent Systems, Second Edition, Addison Wesley,

Introduction, Artificial Intelligence, Machine Learning

Linear Algebra Review

Linear regression with one variable and with multiple variables

Logistic regression with one variable and with multiple variables

Regularization

Neuron models and basic learning rules

Multi-layer perceptron
Midterm Examination

Different architectures

Associative memory and Hopfield Neural Network

Distance Based Neural Networks |

2/14/2026

2:18:33 PM

12/13



Week Weekly Contents

12 Distance Based Neural Networks Il

13 Neural Network Trees

14 Clustering
Content

Course Code Course Name

ISI 525 Explainable Artificial Intelligence

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Elective

Course Level Masters Degree
Objective

Content

References

Theory Topics

Week Weekly Contents

Content
Course Code Course Name
ISI 543 Advanced Embedded Systems

Prerequisites

Admission Requirements

Language of Instruction  English

Course Type Elective

Course Level Masters Degree
Objective

Content

References

Theory Topics

Week Weekly Contents

Semester

2

Semester

2

Theory

Theory

Practice

0

Practice

0

Lab

0

Lab

0

Credit

3

Credit

3

ECTS

6

ECTS

6
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